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General Article

Some studies require a high level of experimental control, 
which can occur only in the laboratory, whereas other 
research is better served by gathering data as participants 
go about their everyday lives. Ambulatory assessment is 
the umbrella term used to refer to the measurement of 
participants in their daily lives, and the experience-
sampling method (ESM; Hektner et al., 2007) and ecologi-
cal momentary assessment (EMA; Stone & Shiffman, 
1994) are two subtypes of ambulatory assessment involv-
ing participants’ self-reports. The terms ESM and EMA are 
often used interchangeably (Trull & Ebner-Priemer, 2014), 
but in this article, we use ESM throughout. ESM involves 
participants completing brief questionnaires one or more 

times per day—most commonly now via a smartphone 
app—to give in-the-moment reports regarding their 
thoughts, behaviors, contexts, and emotions. Such tech-
niques are ideally placed to investigate dynamic psycho-
logical processes; they also address issues of recall bias 
and increase ecological validity by measuring partici-
pants’ behaviors in their daily lives (Myin-Germeys et al., 
2018; Trull & Ebner-Priemer, 2014).
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Abstract
A growing interest in understanding complex and dynamic psychological processes as they occur in everyday life has 
led to an increase in studies using ambulatory assessment techniques, including the experience-sampling method (ESM) 
and ecological momentary assessment. These methods, however, tend to involve numerous forking paths and researcher 
degrees of freedom, even beyond those typically encountered with other research methodologies. Although a number 
of researchers working with ESM techniques are actively engaged in efforts to increase the methodological rigor and 
transparency of research that uses them, currently there is little routine implementation of open-science practices in ESM 
research. In this article, we discuss the ways in which ESM research is especially vulnerable to threats to transparency, 
reproducibility, and replicability. We propose that greater use of study registration, a cornerstone of open science, 
may address some of these threats to the transparency of ESM research. Registration of ESM research is not without 
challenges, including model selection, accounting for potential model-convergence issues, and the use of preexisting 
data sets. As these may prove to be significant barriers for ESM researchers, we also discuss ways of overcoming these 
challenges and of documenting them in a registration. A further challenge is that current general preregistration templates 
do not adequately capture the unique features of ESM. We present a registration template for ESM research and also 
discuss registration of studies using preexisting data.
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Recent years have seen a proliferation of studies 
employing ESM. Although ESM techniques undoubtedly 
bring numerous advantages, they are also accompanied 
by a myriad of complex challenges that require signifi-
cant advance planning and numerous decisions on the 
part of the researcher. As in non-ESM studies, power and 
sample-size calculations are required (although rarely 
reported; Trull & Ebner-Priemer, 2020; van Roekel et al., 
2019), but these are made more complex in ESM research 
because of the multilevel nature of the data (Bolger 
et al., 2012). Similarly, ESM research brings additional 
considerations regarding item selection, psychometrics, 
and analytic strategy (Wright & Zimmermann, 2019). 
Encouragingly, recent years have seen a significant ele-
vation in interest and research energy directed toward 
addressing ESM’s methodological and statistical issues 
(e.g., Eisele et al., 2020; Himmelstein et al., 2019; Houben 
et al., 2015; Rintala et al., 2019; Schuurman & Hamaker, 
2019; Vachon et al., 2019; Wright & Zimmermann, 2019). 
Some of these advances present ESM researchers with 
new choices, which all represent key decisions for a 
study and, as such, potential points of variation in meth-
odological and statistical approaches within as well as 
between studies.

ESM Research and Forking Paths

As the number of these methodological and statistical 
decisions increases, so too do the challenges of conduct-
ing transparent, reproducible, and replicable research. 
Aside from the potential researcher degrees of freedom 
(Simmons et al., 2011; Wicherts et al., 2016) and data-
contingent analytic decisions—the “garden of forking 
paths” (Gelman & Loken, 2013)—analytic flexibility can 
also occur simply as a function of individual differences 
in analytics decisions between researchers (Silberzahn 
et al., 2018). Many defensible analytic choices may exist 
for the same data set (Bastiaansen et al., 2019). Given the 
multitude of choices to be made when conducting and 
analyzing data from ESM studies, it is surprising that the 
first best-practice guidelines for conducting ESM research 
(with adolescents) have only recently been developed 
(van Roekel et al., 2019). This is particularly concerning 
given that poor study design and analytic flexibility are 
two major threats to scientific reproducibility (Munafò 
et al., 2017). In the broader field of psychology, open-
science practices have gained popularity as a way of 
addressing some of these threats (Munafò et al., 2017).

ESM Research and Open-Science 
Practices

The field of psychological science is currently undergo-
ing something of a renaissance resulting from the repli-
cation crisis, that is, the fact that many high-profile 
studies have not been successfully replicated (Klein 

et al., 2018; Open Science Collaboration, 2015). Clinical 
psychology and psychiatry, fields in which many ESM 
studies are conducted, have thus far been noticeably 
absent from conversations around open science (Tackett 
et  al., 2017, 2019), but this does not mean that the 
methods or results from clinical research are more 
reproducible or replicable than those from other fields. 
Open-science practices, including preregistration of 
hypotheses and analysis plans on OSF prior to data col-
lection or analysis (Nosek et  al., 2018), are initiatives 
aimed at promoting scientific transparency, reproduc-
ibility, and replicability. Although off to a promising start, 
open-science approaches—including registration and 
sharing of preprints, code, and materials—are only just 
emerging in ESM research (e.g., Dejonckheere et  al., 
2018; Heininga et al., 2019; Himmelstein et al., 2019; van 
Roekel et al., 2019; Zhang et al., 2018), and there is still 
some way to go before such practices become widely 
adopted.

Registration is, of course, not the only way in which 
one can improve transparency, reproducibility, and rep-
licability. Over the years, several sets of reporting guide-
lines for ESM studies have been proposed (Stone & 
Shiffman, 2002; Trull & Ebner-Priemer, 2020; van Roekel 
et  al., 2019), yet these are adhered to with varying 
degrees of rigor in the published literature, even among 
“top tier” journals (Trull & Ebner-Priemer, 2020). Report-
ing guidelines do facilitate transparency by stimulating 
researchers to fully describe a study’s design, analysis 
plan, and results in the final publication. Crucially, how-
ever, transparent reporting of ESM research in a pub-
lished article does not preclude hypotheses and analysis 
plans from differing wildly from what was originally 
planned. Without a frozen, uneditable version of the 
initial plan for a study (i.e., a registration), such changes 
between plans and published research are untraceable. 
For example, a recent investigation of preregistered 
(non-ESM) studies published in the journal Psychological 
Science found that all deviated from their preregistra-
tions, and only in a minority of cases were these devia-
tions transparently reported (Claesen et al., 2019). The 
scope of reporting guidelines is only the finished prod-
uct (i.e., the published article). Although we encourage 
ESM researchers to rigorously follow reporting guide-
lines (Stone & Shiffman, 2002; Trull & Ebner-Priemer, 
2020), going beyond such guidelines is paramount to 
ensuring accountability and transparency of the entire 
research process, not just its product. Moreover, both 
the process and the product must be verifiable, and to 
this end, registrations and published studies can be com-
pared using transparency checklists, such as Wicherts 
et al.’s (2016) researcher-degrees-of-freedom checklist.

Registration is a tool with great potential to increase 
transparency, reproducibility, and replicability within ESM 
research, but it also comes with a number of challenges. 
Although many of these are applicable in psychology 
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research more broadly—especially clinical-psychology 
research—the number of challenges in ESM research 
may make the threshold for using registration prohibi-
tively high. Given that ESM necessitates the use of rela-
tively complex models, issues with model nonconvergence 
are common, and therefore an a priori strategy for han-
dling nonconvergence is required. Moreover, the typical 
ESM study involves numerous researchers focusing on 
multiple research questions, which poses a challenge 
for making a comprehensive preregistration that details 
all relevant analyses prior to data collection. We discuss 
considerations regarding model-convergence issues later 
in this article, but first address issues related to registra-
tion of studies using preexisting ESM data sets, as well 
as necessary deviations from registrations.

Registration of studies using 
preexisting data sets

Collecting ESM data is resource-intensive and produces 
large, rich data sets, which are often used by many 
researchers within a team to investigate different primary 
research questions, as well as later on for secondary data 
analysis. With ESM research, therefore, the chances are 
high that researchers may wish to register a study prior 
to data analysis but using preexisting data. This would 
not conform to the strict definition of preregistration, 
according to which the registration occurs prior to data 
collection. To preclude registration of studies after data 
collection but before data analysis would leave vast 
swaths of research in a transparency “Wild West,” when 
arguably there is even more potential for data-dependent 
decision making when the data already exist (Weston 
et al., 2019).

Fortunately, the idea of registration of studies using 
preexisting data is becoming more accepted. For exam-
ple, van den Akker et  al. (2019) and Mertens and 
Krypotos (2019) have created registration templates for 
studies using preexisting data sets, and there are a grow-
ing number of resources and publications addressing 
this issue (e.g., Weston et al., 2019). Terminology is also 
being extended to account for this variation on the tra-
ditional preregistration format. For example, the term 
postregistration has been proposed for registrations of 
studies using preexisting data sets, that is, when all data 
have been collected but no data have been analyzed or 
when some data have already been analyzed and pub-
lished, for example, by other members of the research 
team (Benning et al., 2019).

Registration of ESM studies with 
multiple primary research questions

In another likely and challenging scenario, researchers 
may be in the process of setting up an ESM study, and 

are therefore eligible to preregister the study in the tra-
ditional sense—before commencing data collection—but 
are aware that they themselves, collaborators, students, 
and other researchers will use these data to investigate 
numerous different research questions. It is usually 
unfeasible for researchers to preregister every possible 
hypothesis and analysis plan that will be used in the 
future. Additionally, creating a single large, unwieldy 
preregistration for many different research questions 
may limit the usefulness and clarity of the preregistra-
tion. In these cases, the most extensive possible initial 
preregistration (or even a series of preregistrations) 
should be made, and subsequent registrations of studies 
using these data can be approached as coregistrations 
(if data collection is ongoing) or postregistrations (if data 
collection has been concluded).

An additional step to prevent data-dependent decision 
making in postregistrations caused by knowledge of the 
full data set is to operate a variable checkout system, in 
which data sets are treated as libraries and held by a 
data manager or other third party and only variables 
specified in researchers’ registrations are “checked out” 
to them (Scott & Kline, 2019). When variables are 
released, researchers are issued a time- and date-stamped 
receipts for the requested variables, and these docu-
ments can also include chronological details of access 
to any other variables, much as an individual’s library 
record documents access to books. Time- and date-
stamped access records will also facilitate the use of 
preexisting ESM data sets for Registered Reports. (For 
an extensive discussion of the issues around registration 
and transparency of studies using preexisting data sets, 
see van den Akker et al., 2019, and Weston et al., 2019).

Necessary deviations from  
a registration

A further challenge that might be particularly relevant 
for ESM studies is that deviations from a registered plan 
may be necessary. Claesen et al.’s (2019) study suggests 
that it is in fact commonplace for plans to change during 
the course of a study, but that reporting these deviations 
is not common. Registrations facilitate transparency in 
such cases. During data collection, issues that arise may 
require a deviation from what was originally detailed in 
a study’s registration. There could be an unexpected 
issue with a recruitment site or a technical issue with 
the ESM app that means participants received fewer 
notifications than they were supposed to as per the 
protocol. Or a researcher may learn that certain ESM 
items or instructions have not been clear to participants 
and may decide to change or amend these halfway 
through a study. Human error may also mean that a 
researcher forgot to specify a particular detail within the 
registration and realizes this only once data have been 
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collected. This may occur more commonly when research-
ers first begin to register their studies, as writing a good 
registration is a skill that requires time and experience 
to develop (Nosek et al., 2019).

One option for dealing with alterations to study plans 
is to make a supplementary registration. This then pro-
vides a time- and date-stamped record of when particu-
lar issues arose and which decisions were taken when. 
Benning and colleagues (2019) have recently proposed 
the term coregistration to describe registrations carried 
out during or after data collection, but prior to any data 
analysis. Some issues, however, may emerge only after 
data have been accessed, explored, or analyzed. Con-
ceptualizing registration as a continuum (Benning et al., 
2019), we feel there is still value in transparently docu-
menting changes to analysis plans in supplementary 
registrations, even when data have been accessed. In 
this case, the function of the registration is altered, and 
the registration serves more as an open lab book. It is 
important to bear in mind that such a postregistration 
no longer enables a key preregistration goal of evaluat-
ing a statistical test’s capacity to falsify a hypothesis 
(Lakens, 2019; Nosek et al., 2018; Wagenmakers et al., 
2012).

Addressing the Challenges  
of Registering ESM Research

We encountered some of these challenges when register-
ing and conducting our own ESM studies using existing 
preregistration templates, and a further topical discus-
sion around the utility of specialized preregistration tem-
plates for specific study designs and methodologies 
(Srivastava et al., 2019) led us to devise a template for 
registration of ESM studies, for use in preregistration, 
coregistration, or postregistration.

Myin-Germeys et al. (2009) referred to ESM as a tech-
nique for “opening the black box of daily life”; however, 
over time it is the application of ESM itself, rather than 
daily life, that has remained a black box. With this in 
mind, we endeavored to make the proverbial black box 
transparent, by facilitating registration of ESM research 
with a specially adapted template. In this article, we 
walk through our key additions and modifications to the 
Preregistration Challenge template (Mellor et al., 2019), 
upon which our template is based. Following reviewer 
comments, we have also incorporated elements from the 
preregistration template for preexisting data (van den 
Akker et  al., 2019), to reflect the fact that many ESM 
studies yield large, rich data sets, which are also used 
by other researchers for primary analysis and, over time, 
for secondary analysis. The expanding conceptualization 
of the registration continuum to include postregistrations 
of studies using archival data (Benning et al., 2019) also 
brings new opportunities in this regard. Throughout this 

article, we take the position that open and transparent 
plans are, even if imperfect, better than no plans (Nosek 
et al., 2019) and make suggestions for maximizing trans-
parency in cases when deviations from the registration 
are necessary.

We also discuss key challenges of registering ESM 
studies and provide some potential solutions.

Online Resources

The ESM registration template and two completed exem-
plar templates are available on our OSF project page 
(https://osf.io/2chmu/). Open science is dynamic, and 
resources are frequently improved as a result of rapid 
and interactive community feedback; therefore, we 
actively encourage other researchers to test the template, 
and we welcome critical feedback.

Also available at our OSF project page are R Mark-
down script that uses a simulation approach to calculate 
the number of participants required (Sample_Rationale_
Number_of_Participants.RMD) and R Markdown script 
to illustrate the effect of serial dependency on the esti-
mation accuracy in stationary autoregressive processes 
(Sample_Rationale_Temporal_Design.RMD).

A Registration Template for ESM 
Research

Our central considerations when devising additions to 
the Preregistration Challenge template (Mellor et  al., 
2019) were to address (a) specific characteristics of ESM 
studies that may affect or even preclude their replicabil-
ity and reproducibility and (b) aspects that may be vul-
nerable to questionable research practices or analytic 
flexibility, particularly after data have already been (par-
tially) accessed. ESM studies allow for much flexibility 
in the measurement of data, the construction of vari-
ables, and the analysis of these variables. At every stage 
of data collection and analysis, researcher degrees of 
freedom may arise. In the following discussion of our 
template, we have included detailed descriptions of only 
those sections that are specific to ESM research; we do 
not describe sections that are also applicable to other 
types of studies. The two exemplar completed templates 
on our OSF project page illustrate how to complete these 
other more broadly applicable sections.

Sampling plan

In this section, we discuss subsections of the registration 
template that pertain to the sampling plan.

ESM data collection procedure. When conducting an ESM 
study, researchers must make numerous decisions regarding 
data collection, including decisions about the method of data 

https://osf.io/2chmu/
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collection, sampling scheme, and use of incentives to encour-
age participants’ engagement. Often, only a selection of these 
decisions are reported in the final research article (Trull & 
Ebner-Priemer, 2020). In order to increase transparency about 
these decisions from the outset of a study, we have added a 
new subsection to the registration template titled “ESM data 
collection procedure.”

The duration of ESM studies ranges from days to weeks 
to months, and consequently, the amount, quality, or con-
tent of data coming in may lead researchers to modify the 
data-collection procedure (e.g., to increase compliance). 
With the development of more advanced mobile applica-
tions and researcher interfaces for ESM studies, monitoring 
incoming data and changing important elements of data 
collection during the ESM period has become increasingly 
easy. As these are data-dependent decisions, such modi-
fications may unintentionally introduce researcher bias, 
and they may not always be reported in the final manu-
script. In some cases, potential modifications can be 
anticipated, and decision rules can be recorded in the 
registration. Unanticipated modifications can be addressed 
in subsequent coregistrations and should definitely be 
reported in the article.

Study duration (number of days). Wide variation 
exists in the number of days over which ESM data are col-
lected, as a function of expected variability in target 
behaviors and feasibility ( Janssens et al., 2018). Occasion-
ally, researchers wish to extend the ESM period for all or 
some participants. For example, researchers running an 
ESM study with two groups of individuals, those with and 
without major depression, may find that individuals with 
depression exhibit reduced compliance and therefore may 
choose to increase the number of ESM days for that group 
to ensure that sufficient observations are collected. This 
would be an alteration that is contingent on the amount of 
data coming in. When it is possible to anticipate that 
extending the number of days may be required (e.g., 
because of past experience with similar studies or existing 
literature), a decision rule can be specified in the prereg-
istration. Alternatively, if an extension is not anticipated, 
but the issue subsequently arises, then supplementing the 
original registration with a later coregistration would make 
such a data-dependent decision transparent.

Type of sampling scheme. In ESM studies, the sampling 
scheme refers to the timing of questionnaire prompts. The 
sampling scheme is dependent on the temporal dynamics 
of the construct that the researchers aim to measure. For 
example, relatively rare occurrences (e.g., alcohol con-
sumption) are likely best measured with an event-contingent 
design, in which participants can fill out prompts once a 
specific event or behavior has occurred. On the other 
hand, relatively rapid fluctuations in, for example, mood 

might be best captured with a random or semirandom 
design, in which prompts are sent out at random time 
points.

In designing a sampling scheme, researchers consider 
the number of measurements within an individual that 
are necessary to obtain reliable estimates of the target 
phenomena. Two key components of temporal design 
in ESM research are the study’s duration (i.e. the total 
number of measurement occasions) and the sampling 
frequency (i.e., the time interval between two different 
measurements; Collins & Graham, 2002). The selected 
temporal design should be specified in the registration, 
and any later modifications should be detailed in a 
coregistration, as some decisions may inadvertently 
introduce bias. For instance, if researchers are interested 
in studying a process with high probability of occurrence 
during weekend days (e.g., alcohol use) but take mea-
surements on weekdays only, then the researchers might 
conclude that the effect is weaker or nonexistent.

Total number and type of items (open-ended or close- 
ended). Many reports of ESM studies describe only those 
variables that were analyzed for that specific study. Although 
the number of items per ESM assessment varies greatly 
( Janssens et al., 2018), the total number and type of items 
included in the ESM questionnaire are only infrequently 
reported (Morren et al., 2009; Vachon et al., 2019; van Roekel 
et al., 2019). In this subsection of our registration template, 
researchers are asked to provide a general description of 
the total questionnaire length. A longer ESM question-
naire, especially one with more open-ended items, is a 
greater burden for participants, and this can reduce the 
compliance rate as well as the data quality (Eisele et al., 
2020). When the total number of items is unknown, the 
potential effect of the questionnaire’s length on the com-
pliance rate is unclear. The questionnaire’s length may 
also vary as a result of conditional branching, in which the 
presentation of certain items is dependent on previous 
responses. Additionally, researchers may choose to pres-
ent items in a different random order at each prompt (Wen 
et al., 2017). This type of information can also be described 
in this subsection.

We ask researchers to include the full list of ESM items 
as an appendix at the end of the registration document. 
Unlike questionnaire measures, which are often subject 
to copyright and licensing precluding open sharing of 
materials (Weston et al., 2019), ESM items are not pro-
prietary and can, therefore, be freely shared, with correct 
attribution to the researchers who originally created 
them. Making ESM items open and tracking down the 
citation of record for particular items can be facilitated 
by making use of the Experience Sampling Item Reposi-
tory (Kirtley et  al., 2019). This ongoing open-science 
project is intended to produce an open bank of ESM 
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items for use in research and to facilitate assessment of 
their quality and their psychometric validation. Research-
ers can consider using items from this repository as well 
as contributing items to make their materials open.

Time-out specifications. In order to reduce recall bias, 
many ESM researchers limit the amount of time that par-
ticipants have to begin responding to a questionnaire (i.e., 
the response window), the amount of time that partici-
pants can spend on one item, and/or the amount of time 
that participants may take to complete one full question-
naire. Such time-out specifications should have a theoreti-
cal rationale, as they ideally directly relate to the temporal 
dynamics of the constructs that are assessed. They are also 
highly relevant for the replicability of a study and may 
potentially be modified once a study is under way (e.g., if 
researchers receive feedback that participants are strug-
gling to complete the questionnaire during the allotted 
time period). Thus, timing restrictions are important to 
include in the registration, and researchers may do so in 
this subsection.

Additional details relevant to the ESM data- 
collec tion procedure. Some additional details, including 
the manner in which participants are instructed to com-
plete ESM questionnaires, are relevant for enhancing repro-
ducibility. At baseline, participants need to be instructed or 
trained in a standardized manner so that they are able to 
respond properly to ESM questionnaires. There are various 
instruction options that may affect compliance (Christensen, 
Barrett, et al., 2003), as well as motivation and data quality. 
These include, but are not limited to, the type of instruc-
tion (video, one-to-one, group session), the duration of 
instruction, and whether participants complete a practice 
questionnaire (see Palmier-Claus et al., 2011, for recom-
mendations). Information about how participants were 
instructed to complete the ESM questionnaire is crucial for 
being able to reproduce a study’s methods, and as instruc-
tions may be subject to change during data collection, 
they also represent a potential forking path. Consequently, 
details about instructions and briefing provided to partici-
pants should be included in this subsection of the tem-
plate. Any instructions included within the actual ESM 
questionnaire (on the phone) should be listed together 
with the ESM items.

Rationale for sample size: temporal design and 
num ber of participants. Although sample size is a cru-
cial consideration for all research (Button et  al., 2013), 
most reports of ESM studies do not describe a power cal-
culation to justify the sample size or state a rationale for the 
selection of the sampling frequency (Trull & Ebner-Priemer, 
2013, 2020). This represents another threat to the repro-
ducibility of ESM studies (Munafò et al., 2017). The struc-
ture of ESM data allows the examination of the variability 

of a target process over time, within as well as between 
individuals (Hofmans et al., 2019). Considerations regard-
ing sample size, therefore, must account for both the tem-
poral design in which the target processes will be observed 
and the number of participants. The rationale for the sam-
ple size can also be based on practical considerations, 
such as budget restrictions or the burden on participants. 
For this reason, in this section, we include some further, 
in-depth discussion of the key considerations for sample-
size planning when registering ESM studies.

The temporal design varies considerably among pub-
lished ESM studies. In psychiatry, ESM studies that assess 
highly variable constructs (e.g., mood) have often used 
10 measurements per day for 6 consecutive days (Myin-
Germeys et al., 2018). Conversely, in a study of a more 
stable construct, global self-esteem, just one measure-
ment per day for 7 consecutive days was used (Christensen, 
Wood, & Barrett, 2003). A study’s temporal design is 
closely related to the information necessary to obtain 
reliable estimates of within-individuals dynamics (e.g., 
Krone et al., 2016, 2017; Liu, 2017; Raudenbush & Liu, 
2001; Schultzberg & Muthén, 2018; Timmons & Preacher, 
2015). For example, Adolf et  al. (2019) and de Haan-
Rietdijk et al. (2017) investigated continuous-time autore-
gressive processes and showed that when the variability 
of the process is high, large time intervals between 
assessments negatively affect the accuracy of estimation. 
Therefore, justifying the selection of the temporal design 
on the basis of the properties of the statistical model 
being studied, as well as taking into consideration 
expected missingness, will increase the accuracy of the 
estimates. Furthermore, this will also reduce the likeli-
hood of nonconvergence of the statistical model. As 
Collins (2006) highlighted, an explicit justification of the 
choice of the temporal design will increase the repro-
ducibility of longitudinal studies. Researchers may also 
base their target sample size on existing sampling pro-
tocols or theoretical considerations, and in these cases, 
we recommend that researchers explicitly state this as 
their sample-size rationale and provide references to 
these protocols or studies in the registration.

A further consideration when determining sample size 
for ESM research relates to the number of participants 
necessary to obtain accurate estimates of interindividual 
differences (Maas & Hox, 2005). If individual differences 
are likely to be large, more information is needed in 
order to determine an effect than is the case when het-
erogeneity between individuals is negligible. Researchers 
can justify the selection of the number of participants 
using power analysis (Arend & Schäfer, 2019; Bolger 
et al., 2012; Lane & Hennes, 2018; Raudenbush & Liu, 
2001). For ESM studies including individuals from different 
populations (e.g., studies involving patients with different 
mental-health conditions), we also suggest performing 
power analysis to determine group size. The same applies 
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to ESM studies that include a higher-order grouping level, 
such as studies of dyads or groups under different treat-
ment conditions. The rationale for the selection of the 
number of participants can also contain information 
related to the feasibility of sampling participants from 
specific populations, budgetary restrictions, and plans to 
sample additional subjects in case of dropouts.

A number of available resources can guide research-
ers in performing power analyses for general multilevel 
and longitudinal designs (e.g., Arend & Schäfer, 2019; 
Astivia et al., 2019; Bolger et al., 2012; Brandmaier et al., 
2015; and Lane & Hennes, 2018). We have also produced 
an illustration of how to perform a simulation-based 
power analysis to select the number of participants, 
explicitly accounting for the dependency of occasions 
within an individual, and made this available online 
(https://osf.io/2chmu/).

ESM studies frequently include numerous variables 
with the intention that a wide variety of hypotheses will 
be tested. Therefore, we encourage researchers to indi-
cate in the registration whether the temporal design has 
been selected to study the dynamics of a specific set of 
variables. Researchers can then specify for which hypoth-
eses power analyses were conducted.

Finally, when postregistering analyses of preexisting 
data, researchers can provide references to existing 
design protocols for the data set, as well as any addi-
tional information related to the rationale for the sample-
size determination (e.g., whether a power analysis was 
conducted to select the number of participants). If a 
power calculation was conducted for a specific set of 
variables, but these variables are not included in other 
planned studies using the same data set, we also recom-
mend conducting a power calculation for the planned 
analyses as though the data had not already been col-
lected. If the available number of participants or obser-
vations within the data set falls short of providing the 
desired power, researchers can make a decision whether 
to adjust their planned analyses, or perhaps in some 
cases, they may decide that the available data set will 
not yield sufficient power to conduct the planned analy-
ses and therefore should not be used.

Stopping rule. When there is little control over recruit-
ment in any study, researchers may wish to implement a 
stopping rule indicating the sample size that must be 
achieved before data collection is terminated. This rule 
will usually be based on a power analysis that calculates 
the required sample size to find an effect. In power analy-
ses for ESM studies, there is the additional requirement of 
a minimum number of measurements per person to reach 
a certain level of power. If this threshold is not met for any 
given participant, researchers may wish to extend the ESM 
period to collect more data until the threshold is met. Such 
a stopping rule would be valuable to indicate in this section 

of the template, and relevant decision rules (e.g., about 
extending data collection) can be specified here.

Variables

As the majority of ESM research is observational (Hektner 
et  al., 2007; Myin-Germeys et  al., 2018), our template 
asks researchers to specify measured variables first, and 
then manipulated variables. Researchers are asked to 
describe in detail only those variables that will be used 
in confirmatory analyses, but are required to provide a 
full list of the ESM items as well. In order to account for 
the combination of time-invariant and time-variant vari-
ables that ESM research commonly features, the template 
has separate subsections for measured non-ESM, time-
invariant variables and measured ESM, time-variant vari-
ables. In the latter subsection, we have included 
instructions to specify the response scale (e.g., Likert 
scale). Given the multilevel structure inherent to ESM 
data, researchers are asked to specify variable levels of 
both measured and manipulated ESM variables. As some 
ESM studies provide free-response options for specific 
items, we added an optional “Open-ended questions” 
subsection, where researchers are asked to indicate how 
answers will be coded. Some indication of how open-
ended answers are coded is relevant to include in the 
registration because such coding is subject to numerous 
researcher degrees of freedom. Within-participant ESM-
level manipulations are currently less common than 
observational within-person ESM research; therefore, we 
added instructions to report both manipulated ESM and 
manipulated non-ESM variables in the “Manipulated vari-
ables” subsection.

In the “Indices” subsection, instructions were updated 
to include descriptions of how any measurements col-
lected during or outside the ESM period will be com-
bined into an index. Such measurements may include 
passive monitoring conducted via, for example, an activ-
ity tracker. Summary statistics, such as observation-level 
or within-person-level averages, can be formed at dif-
ferent levels in ESM data sets. These can also be con-
structed from different sets of items and can be employed 
as predictors, outcomes, or covariates. As scoring options 
expand with increasingly complex designs, the likeli-
hood of score construction becoming a forking path also 
increases (Wicherts et al., 2016). Because great flexibility 
arises in the creation of any index, and because there 
are few well-validated ESM-based indices, it is highly 
relevant to specify which ESM items, at which level, are 
used for the construction of new variables. For instance, 
average positive mood may be calculated per notifica-
tion, per day, or over a longer period of time. Informa-
tion regarding the methods used to determine whether 
items can be combined (e.g., multilevel factor analyses) 
should also be reported in this subsection.

https://osf.io/2chmu/
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Prior knowledge of the data

When a study uses preexisting data, for maximal trans-
parency researchers should record their prior knowledge 
of the data set (van den Akker et  al., 2019), as any 
knowledge of the data can lead researchers to make 
data-dependent decisions and consequently introduce 
further researcher degrees of freedom into the process. 
This knowledge can be from previous analyses that were 
conducted by the researchers using the same data set 
and that may have resulted in publications, preprints, or 
conference presentations, but can also include aware-
ness of the data set from external sources, such as 
reports by other researchers using it. When applicable, 
the references to these sources should be provided.

Analysis plan

ESM studies produce data with a multilevel structure, in 
which repeated measurements are nested within days, 
within participants. Variables are measured at different 
hierarchical levels, and consequently, researchers may 
be interested in analyzing the interaction between vari-
ables that describe the within-participant variability and 
variables that describe the between-participants vari-
ability. Moreover, because of the longitudinal structure 
of the data, the temporal dynamics of the target process 
can be modeled. Given the complexity of ESM data (i.e., 
missing observations, unequally spaced time points, 
time-varying covariates, autocorrelated observations, 
higher-level models, nonnormal errors), the most widely 
used statistical approach in ESM studies is the multilevel 
or mixed-effects model (Myin-Germeys et al., 2018).

In order to restrict our attention to considerations of 
specific relevance to an ESM analysis plan, here we focus 
on the multilevel regression model, which can be con-
sidered a hierarchical system of regression equations 
(Snijders & Bosker, 2012). The analysis plan should take 
into consideration the following aspects of the statistical 
model (Bolker et al., 2009): (a) distribution of the out-
come variable, (b) distribution of the within-participant 
errors, (c) distribution of the random effects, (d) fixed-
effect predictors and interactions, (e) transformations 
applied to time-varying explanatory variables and time-
invariant explanatory variables, (f ) inclusion of lag-
dependent variables, and (g) missing data.

These considerations may seem numerous and effort-
ful to record as part of a registration, but as they all 
represent potential forking paths where a high degree 
of analytic flexibility may be introduced into the research, 
they are essential. For example, the distribution of the 
within-individual errors determines the statistical model 
to be used in the analysis. The linear mixed-effects 
model assumes that predictors are linearly related to the 
outcome variable and that the within-individual errors 

are independent, have equal variance, and are normally 
distributed. These assumptions are often too strict for the 
analysis of ESM data. Researchers can opt to apply a 
transformation to the outcome variable to normalize its 
distribution or assume that the errors are non-Gaussian 
distributed—an important decision that should be noted 
in the analysis plan in the registration.

Another example of potential forking paths is when 
random effects allow the modeling of nonindependence 
between individuals. In general, random effects are con-
sidered normally distributed (models that do not assume 
normality for the random effects can be found in Ver-
beke & Lesaffre, 1996). For instance, a model that incor-
porates only a random intercept and a fixed slope 
assumes that the mean level of the outcome differs 
between individuals, but the slope does not. A model 
that also includes a random slope assumes that the slope 
varies between individuals. It has been shown that mis-
specification of the random effects can inflate Type I 
and Type II errors (Aarts et al., 2015). Therefore, it is 
important that researchers explicitly report the structure 
of the random effects (e.g., if the slope is considered 
fixed or random, if the random effects are allowed to be 
correlated). The same suggestions apply to the registra-
tion of data analysis that includes nested or crossed 
random-effects designs.

An important decision regarding the predictors 
included in the statistical model is which predictors are 
going to be set as fixed effects. This depends on the 
hypotheses, so it is an important a priori—and therefore 
registerable—decision. Furthermore, if the model includes 
time-varying and time-invariant predictors, the analysis 
plan should state whether the model includes cross-level 
interaction effects.

Another consideration regarding the predictors is 
related to the transformations applied to the variables. 
We advise stating which transformations of the data are 
expected. For example, a common practice in multilevel 
modeling is to center the time-varying predictors using 
the individual’s mean and to center the time-invariant 
predictors using the grand mean (Snijders & Bosker, 
2012). If a set of ESM items measuring a certain construct 
will be validated, this should be explicitly stated along 
with the approach (e.g., within-person factor analysis 
with items centered per person and over the ESM period; 
reliability estimation using multilevel confirmatory factor 
analysis). For models including a lagged variable as a 
predictor, it is also necessary to specify the method used 
to account for the overnight lags. For example, a com-
mon approach is to set the first notification of the day 
as missing (de Haan-Rietdijk et al., 2017).

Model complexity and convergence issues. In the 
registration, researchers should also consider how to evalu-
ate model complexity; models that include a large number 
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of predictors and cross-level interactions reduce the num-
ber of degrees of freedom and affect the estimated vari-
ance of the prediction errors (Barr et al., 2013; Matuschek 
et al., 2017). This can result in a mixed-effects model that 
fails to converge or can affect the reliability of the param-
eter estimates. Nonconvergence in mixed-effects models 
arises when the structure of the variance components is 
complex, given the amount of available data, or when the 
data are highly unbalanced (Eager & Roy, 2017). It is pos-
sible to anticipate when convergence issues may arise, 
although not always, and there are different strategies that 
can be used to address this issue when registering analysis 
plans. To address issues related to model complexity, we 
added a section to the template where researchers are 
requested to explain what they will do when data violate 
assumptions, the model does not converge, or other ana-
lytic problems arise (van den Akker et  al., 2019). For 
instance, prior to registration, researchers can evaluate the 
complexity of the planned models using simulation-based 
approaches (e.g., DeBruine & Barr, 2019). An alternative 
strategy involves evaluating models with parsimonious 
random-effects structures. Bates et  al. (2018) proposed 
using principal component analysis to select the random-
effects structure in a linear mixed-effects model. Alterna-
tively, iterative hypothesis-testing procedures can be used 
to select the random-effects structure (Cheng et al., 2010; 
Harrison et al., 2018; Müller et al., 2013). A description of 
the method that will be used to select a parsimonious 
random-effects structure can be included within the analy-
sis plan.

Specification of how nonconvergence issues will be 
addressed (e.g., by switching the optimizer used or using 
an alternative, prespecified, simplified model) may help 
to preserve the preregistration goal of allowing evalua-
tion of a model’s capacity to falsify the hypothesis being 
tested. Even with contingency plans for nonconvergence 
outlined in a registration, sometimes these plans may 
not work or additional unexpected convergence issues 
may arise. In such cases, we suggest the use of supple-
mentary coregistrations to create a frozen record of 
updated plans and models, especially when other analy-
ses specified in the registration were dependent on the 
nonconverging model but have not yet been conducted. 
These deviations would then also need to be transpar-
ently reported in the article.

Model selection and robustness. An important ques-
tion that arises when describing the analysis plan is how 
to select from different competing explanations of the 
data. Different criteria can be used to perform model 
selection (see Navarro, 2019; Pitt et al., 2002). For instance, 
researchers might be interested in evaluating the plausibil-
ity of the assumption of a model or whether the model is 
able to capture the target phenomena in a less complex 

manner than another model does. Different strategies have 
been proposed to select the model with the best predic-
tive accuracy. For example, the data set can be separated 
into a training and a testing set. The training set is used to 
perform exploratory analysis, and the testing set is held 
back and used to perform confirmatory analysis (de Groot, 
2014). More sophisticated techniques involve using cross-
validation (Bulteel et al., 2018).

A more general concern is how to assess the robust-
ness of scientific findings (Weston et al., 2019), which 
implies investigating the sensitivity of statistical findings 
to different preprocessing choices, model specifications, 
or sets of covariates. There are several approaches that 
can be used to conduct a sensitivity analysis; examples 
include specification-curve analysis (Simonsohn et al., 
2015; Young & Holsteen, 2017) and multiverse analysis 
(Steegen et al., 2016). Table 1 describes different strate-
gies for assessing model selection.

We also note that when the analysis plan involves 
estimating more complex statistical models, such as 
dynamic network models (Bringmann et  al., 2013) or 
dynamic structural equation models (Asparouhov et al., 
2018), the registration should take into account all neces-
sary information to reproduce the analysis. For instance, 
when a model using a Bayesian approach is estimated, 
the distribution of the parameters as well as the priors 
can be described in the analysis plan.

Finally, we note that there are many software pack-
ages to estimate multilevel models (McCoach et  al., 
2018), including R (R Core Team, 2020), Mplus (Muthén 
& Muthén, 2017), Stata, JASP (The JASP Team, 2020), 
jamovi (The jamovi project, 2020), and SPSS. We encour-
age researchers to specify the software and whether the 
default options of a function or software were used. 
Even better, researchers can share their statistical analy-
sis plan and code, using platforms such as GitHub and 
OSF.

Data exclusion and missing data. In ESM studies, 
there are many factors that might affect the quality of the 
collected data, including compliance and technical issues. 
For instance, if an individual does not respond to a notifi-
cation, then the entire set of items within an observation 
will be missed. Additionally, participants might drop out 
of the study, or technical problems may render observa-
tions from certain days unusable. Exclusion criteria related 
to technical problems can also be included in the analysis 
plan; for instance, researchers could opt not to include 
participants who report a technical issue. The analysis 
plan should include all the information necessary to define 
whether a unit will be excluded from the analysis. Poor 
specification of data-exclusion decision rules can repre-
sent a major researcher degree of freedom (Wicherts et al., 
2016).
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Compliance. Low compliance and thus factors influenc-
ing compliance can reduce the quality of the data (Delespaul, 
1995; Eisele et al., 2020; Palmier-Claus et al., 2011; Rintala 
et al., 2019). For registration of ESM studies prior to data 
collection, we recommend that researchers state deci-
sion rules related to participant dropouts (e.g., whether 
observations prior to the dropout will be included in the 
analysis). In addition, researchers should state how com-
pliance will be defined (e.g., whether missing a prompt 
because of technical problems counts as noncompliance). 
It is also important to describe and justify the thresholds 
for compliance that will be used to include participants 
in or exclude them from the analyses (Stone & Shiffman, 
2002; Trull & Ebner-Priemer, 2013). Many studies use a 
rule of thumb for determining the compliance threshold—

often that participants must complete a minimum of 30% 
of prompts (Delespaul, 1995)—yet this is subject to much 
debate, and recent work suggests that the threshold used 
can significantly bias model estimates and that it is opti-
mal to include all available observations ( Jacobson, 2020). 
Compliance thresholds, if not specified a priori, represent 
another forking path, as they may be adjusted post hoc in 
order to maximize available data. For registration of ESM 
studies prior to data collection, we encourage researchers 
to report the expected compliance. For ESM studies with 
preexisting data, researchers can report information about 
participant dropouts and compliance levels (e.g., overall 
compliance, compliance for different types of reports, the 
mean level of compliance, range of compliance across 
participants).

Table 1. Approaches for Assessing Model Selection in Intensive Longitudinal Data Analysis

Method Description

Simulation Simulation procedures can be used to generate data from a statistical model to study estimation accuracy, as 
well as to perform power analysis or evaluate the effect of the temporal design. For mixed-effects models, 
the simulation-based approach to evaluating model complexity implies specifying the model parameters (i.e., 
fixed effects, distribution of the variance components and predictors) and then using this model to generate 
data for the outcome of interest. This procedure can be used to evaluate various decisions regarding, for 
example, inclusion or exclusion of predictors, the structure of the random effects, the patterns of missing 
data, and selection of the optimizer function to evaluate model convergence (see DeBruine & Barr, 2019, for 
an introduction).

Stepwise 
selection

Mixed-effects models allow explicit modeling of the hierarchical structure of intensive longitudinal designs, 
and thus reduce the probability of false positives and false negatives. There are some disadvantages related 
to overparameterization of the random-effects structure and highly imbalanced data that might cause 
convergence issues in models with a singular covariance matrix for the random effects. Bates et al. (2018) 
proposed that researchers estimate a parsimonious random-effects structure by assessing the dimensionality 
of the random effects via a principal component analysis of the estimated covariance matrix of the random 
effects. Stepwise selection can also be performed using likelihood ratio tests. In this procedure, some terms 
are sequentially set to zero until a parsimonious model is achieved (Harrison et al., 2018).

Model selection 
based on 
information 
theory

Information theory can be used to select a model from a set of competing models. This involves ranking 
models using metrics such as Akaike’s information criterion (AIC). Approaches that use information-based 
theory to perform model selection involve model averaging, performing all-subset regressions followed by 
application of AIC, and using Akaike weights to quantify variables’ importance (see Harrison et al., 2018, for 
a broader discussion).

Cross-validation Cross-validation can be used to evaluate how well a proposed model predicts new or unseen data. This 
procedure involves splitting the data set into a training data set and a testing data set. The model parameters 
are estimated using the training set, and the estimated parameters are used to estimate the prediction errors 
using the testing set. For example, Bulteel et al. (2018) performed cross-validation to select the model that 
best predicted affective states in studies of within-individual dynamics. Moreover, cross-validation can be 
used to study the effect of excluding or transforming predictors.

Exploratory 
data analysis

In certain situations, such as violations of model assumptions (i.e., the errors are not Gaussian distributed), 
researchers might engage in exploratory data analyses. If the aim is to test a hypothesis of interest (i.e., 
confirmatory analysis), it is possible to separate the data into a training set to perform exploratory analysis 
and a testing set to test the hypothesis of interest (de Groot, 2014). We recommend that researchers 
specify the plans for exploratory analysis in the registration. For analysis of preexisting data, we encourage 
researchers to state any exploratory analyses that were performed prior to the registration.

Sensitivity 
analysis

There are different ways to test the statistical significance of a model. Model selection relies on data-analytic 
decisions (e.g., which variables to include, what the compliance threshold should be, and how to handle 
outliers). Sensitivity analysis can be used to study the effect of preprocessing the data or using different 
model specifications, by assessing the distribution of the estimated effects (e.g., Simonsohn et al., 2015; 
Steegen et al., 2016; Young & Holsteen, 2017).
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Handling of missing data and outliers. In the statisti-
cal analysis plan, it is important to state how missing data 
and outliers will be handled. For example, if there are 
some expected patterns of missingness (e.g., people are 
less likely to respond during working hours than at other 
times of day), then incorporating additional predictors that 
account for nonresponses (e.g., time) into the statistical 
model can help to reduce the bias due to missing observa-
tions (Silvia et al., 2013). Moreover, if techniques to han-
dle missing data will be implemented (e.g., full maximum 
likelihood estimation or multiple imputation), the analysis 
plan should include detailed information about the frame-
work for processing missing data. Broader discussions 
on methods for handling missing data can be found in 
Graham (2012) and Schafer (2001).

To reduce participants’ burden, some researchers may 
opt for a planned missing design, in which participants 
receive a selection of items representing a particular 
construct, as opposed to the full set. Researchers can 
indicate this in the missing-data section of the registra-
tion. (For further discussion of planned missing designs 
in ESM and their implications, see Silvia et al., 2014.)

Finally, the analysis plan should include consider-
ations of how statistical outliers will be defined and how 
they will be treated. A practical discussion on how to 
incorporate information related to outliers in the regis-
tration template can be found in van den Akker et al. 
(2019). In the registration, researchers should also 
include the expected sample size in the data analysis. 
For studies using preexisting data sets, any information 
related to the expected pattern of missingness or outliers 
should be included in the registration.

Conclusions

We have presented a registration template for ESM 
research, the development of which was inspired by 
topical discussions around this issue (Srivastava et al., 
2019) as well as our own experiences registering ESM 
studies using existing tools. We have also included 
detailed explanations and potential solutions for key 
challenges for the registration of studies using ESM. To 
guide ESM researchers further in how to approach reg-
istration, we have created two exemplar completed tem-
plates, one illustrating a preregistration prior to data 
collection and another illustrating a postregistration for 
a study using preexisting data. Many researchers are 
already making great strides in increasing reproducibility 
and transparency in ESM research (e.g., Dejonckheere 
et  al., 2018; Heininga et  al., 2019; Himmelstein et  al., 
2019; van Roekel et al., 2019; Zhang et al., 2018) and in 
clinical psychology more broadly (Tackett et al., 2017, 
2019), where much ESM research is conducted. The 
adoption of open-science practices in ESM research is, 
however, still in its elementary stages. Preregistration is 

a cornerstone of open science (Nosek et al., 2018), and 
Bastiaansen et al. (2019) specifically suggested that it be 
used more in ESM research to address the issue of ana-
lytic flexibility and data-contingent decision making. To 
this end, we hope that the availability of a template 
specifically tailored to ESM research will firmly embed 
open-science practices within our field.

That being said, our own experiences registering ESM 
studies, as well as discussion stemming from thought-
provoking reviewer comments on an earlier version of 
this manuscript, have highlighted that the greatest barrier 
to the uptake of registration is not the lack of a specific 
template. Rather, it is the lack of clear guidance regard-
ing how key ESM methodological and statistical deci-
sions—which must necessarily be recorded in a 
registration—ought to be addressed. Issues of model 
selection and convergence are examples of issues often 
overlooked in registration guidance, as are issues related 
to how to fit the typical setup of ESM studies, in which 
many researchers work on a single data set to answer 
numerous research questions, into the concept of pre-
registration. We have discussed approaches that may be 
taken to address these and other challenges.

The template in its current state is not exhaustive and 
thus may not cover decisions for every type of ESM 
study; for example, it may need to be adapted for ESM 
studies of experimental procedures. We designed the 
template for what the literature and our own experiences 
indicate is the modal ESM study. We also recognize that 
for some researchers, the list of information to specify 
in the template may seem extensive; however, the vast 
majority of the decisions must already be made as a 
matter of course prior to commencement of data collec-
tion. Therefore, we strongly believe that recording these 
decisions in a registration document does not increase 
researchers’ burden. Nondocumentation of these deci-
sions does not insulate ESM studies from being subject 
to their effects. Indeed, given the almost dizzying array 
of choices necessary in conducting ESM research, being 
able to refer back to a locked, time-stamped record of 
these choices is advantageous. There are also some 
threats to reproducibility that registration does not solve, 
for example, issues of weak theorizing and poor cor-
respondence between theories and the statistical models 
that are supposed to map onto them (Szollosi et  al., 
2020).

Our primary considerations when designing this tem-
plate were to ensure that key decisions influencing 
reproducibility would be recorded transparently and to 
limit possibilities for analytic flexibility and researcher 
bias—key threats to reproducibility of results and repli-
cability of methods (Munafò et al., 2017). Registration 
should not be seen as a substitute for rigorous reporting 
of results using existing guidelines for reporting ESM 
studies (Stone & Shiffman, 2002; Trull & Ebner-Priemer, 
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2020), however; because these guidelines pertain to 
the product of the research (i.e., the written report), 
they do not necessarily capture researcher degrees of 
freedom in the research process, and therefore registra-
tion has additional value. Shining a light on the scien-
tific process reveals that it is rarely perfect. Registration 
does not preclude imperfection, and deviations from 
preregistrations appear to be common (Claesen et al., 
2019), but registration does make deviations more 
transparent. Registration is a scientific skill that must 
be developed and refined with experience, as is the 
case with other scientific skills. In the early stages of 
developing this skill, deviations and “messy” registra-
tions are likely, but we believe that for advancing trans-
parency within ESM research, “some plans are better 
than having no plans, and sharing those plans in 
advance is better than not sharing them” (Nosek et al., 
2019, p. 3).
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